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4.2.1 Introduction [1-7]

In extreme environments, as expected in earth orbit, exploratory space, or even in the
specialized environments of nuclear reactors or nuclear weapameglectroniccircuitry must
endurea host ofradiation hazards, including exposure to electromagnetic radiation in the form of
ionizing gammaand Xrays, as well exposure to highly energetic particles from a variety of
sources: cosmic, solar, and &strial. In terms of the latter, even microelectronics operating in
the notso-extreme environment of a home or offiege exposed to irradiation from natural
sources.

Silicon is the mostibiquitousplatform for microelectronic circuits, weathering deesd
of challenges from potential successorsMIland [FVI semiconductors, ternary and quaternary
compound systems, and now elema¢carborbased material All of these nossilicon systems
have sterling attributes in various areas anrashyhold prominencein niche markets (many of
which are described in other chapters of this book). However, silicon, and more precisely silicon
CMOS, has esbledi and continuesto enaileMoor eés Law and the inforn
revolution enjoyed by our society.

Previous chapters have discussed the mechanisms associated with therhoegposure

of microelectronic devices to a wash of ionizing radiati@malled total ionizing dose or TID. In

1 Extreme is, of course, a contextual term, and here unfortunately excludes synonyms of
exciting, thrilling, risky, and/or dangerous, which we know describes most office
environments.



CMOS, TID leads to parametric shifts in transistor transconductaneshtid voltage, and
subthreshold leakage; and because the exposure is distributed, the effects are global across the
circuit platform, affecting every transistor (to first order) without regard to the circuit design
topology. As aresult, TID is often addsed via the integrated circuit fabrication process or
library transistor layout (all discussed in other chapters), as opposed to solutions based on circuit
topology or functioh

Silicon CMOS operating in extreme environments is particularly suscepaitilighly
energetic particles, both cosmic and terrestrial. Unlike total ionizing dose radiation and its
accumulatediegradation of device parametdrge to spatiallyand temporallyaveraged energy
depositionasingleionizing particle is capable oliftly dashing the proper operation of a
modern circuit.

Otherchapters havimtroducedthe mechanisms of single ionizing particle interactions
with MOS devices (single evenfisthe Ruherford (Coulombic) scatterirgnd occasional
nuclear spallatiorthe induced energy transfer to semiconducting material (energy deposition),
the liberation of mobile charge carriers (charge deposition), the conduction of this charge to
metallurgical junctions and/or contacts (charge collection), and the terminal resp@MOS
devices to the excess charge (single event photocuriBmtse physical effects will not be
repeated here; nor will this chapter attempt to provide a history lesson or comprehensive review
of the broad radiation effects field. This chapter walhcentrate on modern CMOS technology
as a design platform for circuits destined for extreme environments.

From a circuit dsigle gvantintdastiorpisspataly ardt i v e, a

2 There are exceptions to this generalization, such asgeision analog current sources or
voltage references, but these specialized topics are beyond the scope of this chapter



temporallylocalized effect, and can lead te@eminglyspontarous signal transient within a
singular region of a circuit. If this transient influences a critical circuit jodeodes)it may
lead to an incorrectinreadable, or unstable system state; cotheptegitimatanformation; and
cause misinterpretechthi apossibilitymost design engineers would prefer to avoid.

CMOS technology has an interesting history as a platforrexipere environment
circuit design’ it has experienced a divergent evolution regarding radiation effects. On the one
hand, Moo e 6 s L a’wf CMOShadoneeg the advancement of ledefect material
systems and the elimination tohpping layers, leading to enhanced resilience to itméing
dose. If not outright immunity, the incremental change in device parametersdijora@uch
as threshold voltage shifiye often masked by muchdar parametric effects (such as statistical
variability) that are prevalent and unavoidable in scaled technolofjireexample of this ishe
radiationinduced subthreshold leakage ilb<skl0Onm CMOS explainedn Sectiord.2.2.3of
this chapterOn t he ot her hand, Moorebs Law scaling h
digital and noise margiref analog designs, seriously reducing the resilience of the technology
to transient radiadin effects such as single event ionizing particles.

This chapter describegison CMOS as a platform for circuit design for extreme
environment$ in particular, radiation environments. It addresses the unique radiation attributes
of modern CMOS from tlee merspectives: device parametarscuit topology, and layout

geometry.

3 Sinceintegrated circuit technology scaling long ago departed from rigorous constasiteld
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as a catchall descriptor for dimensional scaling, energy scaling, and the introduction of

novel materialsz all to achieve the functionality progression best describedy Gordon

Moore, Intel cofounder, in 1965.



4.2.2 CMOS for RadiationEnvironments i DeviceParametrics [8-15]

The Si CMOS platform presents circuit designers with the challenge of persistent
parametric shifts when expab® the extreme environmehtheaccumulating effect of total
ionizing dosdqTID). Fig. 4.21 shows the effects of TID on the currewnltage response of a
sub100nm CMOS NFET. Three primary device response mechanisms that impact circuit

operaton are tyjral, as described below.

4.2.2.1 RadiatiorInducedThresholdVoltage Shift

lonizing radiationcan induce trapped charge in the insulating and interfacial gate regions
of MOS structures. The electric field distortioreatedoy this immobile charge mothies the
effectiveness of the applied gate bias in inducing a @m@imce conducting channel at the silicon
surface, resulting in a shift in the effective threshold voltage of the device. Radatimed
threshold voltage shift has bettie mosextersively analyzedmodeled, measured, and
manipulatedCMOS parameter ithe history of radiation effects study (Seleapter2.4), and
mitigation solutions to this mechanism are preseatselwhere (Chaptét.2).

However, 1 is not materialnnovationsor circuit techniques (of which there are many)
that present the best solution to Filmluced MOS threshold voltage shifts in modern CMOS
platformsinstead t i s Mooredés | aw scaling. Di mensi ona
(below thel80nm technology nde) has educed the volumetric dimensiohgateinsulatorsto a
rangethat des not support charge trappingharge escapes the insulator readily through
transport mechanisms such as tunneliigate oxide thicknesses less than 10nm show virtually
no threshold voltage shift to ionizing radiation.

Even so, the TID issue has not been eliminated from CM@&lern CMOS platforms



still exhibit significant vulneraltities to total ionizing doseEven though gate stack materials
have been thinned with dimensal scaling, isolation insulators and buried oxides remain think
enough to trap charge and induce undesirable effects in f8ghlgd technologies. More on this

later.

4.2.2.2 RadiatiorInducedTransconductancBegradation

Trapped charge at, or nean MOS conducting channel interface can reduce the device
transconductance through two ways: carrier mobility degradation in the channel or increase in
surface resistivity in ancillary regions such as LDWodern CMOS relies on higbain
transistors to éhieve the switching speeds and signal propagatignired by energy scaling.
Transconductance degradation in CMOS platforms can lead to dynamic failureHue to
incompleteswitching at critical nodes, (3)gnal propagation defa along synchronousath
paths, or (3}heinability to drive output internal or external logic fanoitteakeneetrive
transistors test the ogaional resilience designedtiinthe CMOS circuit topology, especially at

highly-scaled technology nodes.

4.2.23 RadiatiorIinduceal LeakageCurrent
Whil e Moorebdbs | aw scaling has-indugedMQBal | 'y el
threshold voltage st described in Section 4.2.2.4and robust circuit design can control the
deleterious effects of THIhduced transconductance degitamladescribed in Section 4.2.2.2
scaling has severely exacerbated a third-ifiduced radiation effect: radiationduced leakage
current.

The thinning of gate insulators and defect reduction at critical interfacial regions



produced by dimensional saalj do not necessarily extend to other insulating regions, such as
isolation layers or buried oxides-or exampl e, O0trench isolationé
practice to reduce unwanted intivice signal communicatidnyet can trap charge in an
extreme avironment.TID-induced trapped charge accumutatethese thickayers, leading to
surfaceand buriedeakage (conduction) paths both intend intradevice. Fig. 4.22 shows a
representation of these conduction paths.

Modern CMOS platforms are partiany susceptible to leakage, especially {power
variants Leakage can induce significantly reduced performance, or even functional failure, of
CMOS circuits because of (1) charge accumulation on dynamic aiadéts (2) unexpected
currentcompensato vi a an oO0off & device driving a switc
increasing beyond the acceptance linfitD-induced current leakage is a critical problem for

modern CMOS platforms, and the severity increases with dimensional scaling.

4.2.24 Silicon on Insulator (SOI) and other Isolation Technologies

The discussion of this section has centered on bulk CMOS, but siliemsulator (SOI)
technologies also represent a mainstream variant of the silicon CMOS platform. SOI has served
the military and arospace enterprise well for several decades as a raehatidened
technology. More recently, SOI has found widespread acceptance in the commercial
community.

The inherent radiation resiliency of SOI resides in the geometrcaligtrained active
volumes (limited silicon regions for radiation energy deposition and ionization) aneiexare
isolation (limited devicdo-device communication of deposited charg@)ore on these two

topics in the next sections. Howewis SOI isolation is achieved aiinsulating regions



(typically deposited Sig) that are often much thicker than gate insulator layers and possess a
higher level of charge trap precursors than the higblymized gatestacks. As a result, SOI

isolation regions exhibit all of the radian responses described in Sections 4.2.22.2.3,

usually to a more troubling degree than gate regions. For example, in very thin SOI devices, the
buried insulating oxide (BOX), and any associated-ifi@uced trapped charge, may act as a
secondary ga, modulating a pseuetthannel at the bottom of the MOS structure (inducing
backside leakage currents) or electrostatically couplindpéctop surface channel (modulating

the device threshold voltageModern multigate, verticallystackedstructures€.g. MUGFETS,
FINFETs, TRIGATEsaIsoexhibit TID-induced leakageln modern lowpower SOI

technologies destined for extreme environments, these parasitic effects are of significant

concern.



4.2.3 CMOS for Radiation Environmentsi Circuit Topology [16-47]
Si CMOS is acutely sensitive to transient radiation effects that gerilbrgiimate
signals that may perturb, overwhelm, or even circumvent the signals impressed on the platform
by the circuit topology the phenomenon aingle ionizing particleinteractiors or single
events
From a physical perspectiv@single event phenomena (SEB) justasingle event (SE)
refers to the interaction of a single ionizing particle with a semiconductor dévéa evenis a
localized interaction that does notp@ad on flux or total exposurd.e., it is considered (to first
order) spatially and temporally random, and uncorrelated. It has been said (though not
scientifically verified) that single events p
From a functional perspectivthe single event terminology has roots in the response of
various components or circuits to the event itsélé., the effect upon the platform, rather than
the cause.
Onre such platform effect is theingle event upset (SEU)the corruption of a digal bit
of information within a memory circuit, such as a static random access memory (SRAM) or a
dynamic random access memory (DRAM). SEUs are usually considered directly observable and
measurable, vice single event faults @nadhsientsliscussedn Sedion 4.23.3 One often finds
the term SEU used interchangeably véihgle event error or soft error the observable,
measurable manifestation of an SE as an incorrect circuit operation (usually a system response
involving corrupt data or incorrect sta) . The term Asofto i mplies t
correctabl e, as opposed t sanglaeventeerranata @& soft , or fnh
error rate (SER)is the frequency of errors in a particular environment (e.g. a specified orbit,

misgon trajectory, or terrestrial locale). For space applications, the SER is typically quoted in



error per bitday or errors per deviesay. For terrestrial applications, the SER is typically
guoted in failures in time (FITS) representing errors per hiliours of operationSoft errors
are discussed in Section 4.2.3.2.

Another platform effect is theingle event transient or SETDSETS (digitalland
ASETs (analog) represeptopagating single event pussat may compete with legitimate
signal flow inall types of analog, digital, and mixatgnal platform circuitry. This very

important class of radiation effects is discussed in Section 4.2.3.3.

4.2.3.1 Basics ofCMOSCircuit Response ttonizing Particles

In order to understand the response of desn@MOScircuitry to single events, it is
advantageous to start with the inveres showrin Fig.4.23. The CMOS inverter represents
the constitutivaemplateof all CMOS static logié its dynamiccharacteristics form the basis for
discussing the r@ense ofall CMOSdigital circuits to singleeventinduced currents.

The bistable switching nature of an inverter candh@racterized by the ability of the
inverter to charge and discharge a capacitive load at the point when the output and input voltage
are equal, known as the inverter unity transfer voltage, Vhis drive capabilitytracks the
weakerof the pultup or pultdown devicesdefined by the worstase transconductance Khe
ability of an inverter to drive a capacitive load is known asititiénsic time constantof the

inverter, £ 1 a figure of merit parameter closely tied to the technology nede is given by

t = Co
KVyp

(4.22)
where & is the total output capacitance angb\is the power rail voltage.
The characteristic rise and fall times of an invertiee {ransition betweef.1and0.9 of

the rail voltagg¢aredirectly related td; and the threshold voltages of the driving devices
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througha numericallyderivedmappingshownin Fig. 4.2.4, wherean=Vtn/Vob , 2p=|V1e|/VDD,

and the rise/fall time is a multplofti. This relationship maps the response of CMOS circuitry
to both total ionizing dose and single event transients back to the platform technology, and is
important to upcoming discussions.

In the early days of single event observation, the chardectioh time constarfor the
event(te - typically on the order of picoseconds) was significantly faster than the intrinsic time
constant of theligital gatesof the day {; - on the order of nanoseconds at that timéhus, the
single event photocurrembodulated the information node voltage on a time scale much faster
than the circuitry could respond. In a sense, the voltage change from the event was
Ai nstantaneouso (relative to any <circuont ti me
theaffected node Thus the details of the current waveform coulanaghematicallyabsorbed in
a Dirac delta function and removed from consideration. This led to the construction of a

modulusbased ortharge rather tharturrent, that has persisted to thday.

4.2.3.2Integral Charge Collectiorand Circuit Upset The Concept ofCritical Charge
Under the conditions ofg << t;, the voltage perturbation induced on the output node of an

inverter by a single event is given by:

DV = ﬁsE(t)C dt :Qcollect% (4.22)

N
where Quiected IS the total integrated charge delivered to/from the node by the single event
photocurrentand G, is the total nodal capacitancd-urther, if a voltage perturbation threshold
for information loss (i.e. the noise margifhm) can be defied, then the amount of charge
necessary to induce that voltage can be calculated Eq 4.2.2 From this analysis, the

guantity ofQcrit or Qc 1 the critical chargei emerges:
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Q,, =C,@V,, (4.23)
Qcrit is usually defined as the minimum anmdwf charge collected at a sensitive node necessary
to cause a circuit upselt is important to note tha@Qcit iS a circuitresponse metric, not a
technology or physical quantityA circuit possesses a certdari: regardless of the environment

T itis not a property imposed by, nor tied to, a single event.

SEWsin DRAMsand Dynamic Logic

The CMOSdesign platform with the most straightforwaegponse to charge collection
andQqrit is the dynamic randoraccess memory (DRAM)DRAM technology refers tthe
broad class ahformation storagelatforms usually ondransistordesignswhich store packets
of charge to represent binary information. The key to DRAMation faultss that the
information storage is passive (no active regeneration pathgran(no matter how small)
disturbance of the stored information by a particle striltlepersistuntil corrected by external
circuitry. There is no inherent refreshing of this charge packet (e.g., charge resupply through a
load device) and no active mterative feedback as one observes in latches and SRAM cells.
What is so often referred to a® e i t thd tdarisipon om one stable binary state to the other,
is not requiredn DRAMSs for an SEU to occur. A degradation of the stored signal to b leve
outside the noise margin of the supporting circuitry is sufficient to lead to erroneous
interpretation and a resultant error.

The most prevalent soft error source in DRAM arrays is siegént charge collection

within each binary cellcaused by a singlevent strike in or near either the storage capacitor or

the source of the accesansistor A resultantc e | | upset I s usually obsel

the collected charge relaxes a stored charge state.
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Upsets can also occur in DRAMs due telbie strikes. When the bit lines are in a
floating voltage state (e.g., during a read cycle), DRAMs are sensitive to the collection of charge
into diffusion regions that are electrically cmtted to the bit access lindsis collection could
arise from ap of the accessransistor drains along the Hime length, or from a direct strike to
the differential sense amplifierhe bitline SEU mechanism is the reduction of the sensing
signal due to a charge imbalance introduced on the precharged bit kinespgbr to or during
the sensing operatiorBecause bitine strikes are only possible during the floating precharge
and sensing stages of operation, temporal characteristics of the strike in relation to the clocking
signals are criticalAlso, becausehe duty cycle of these stages to the overall cycle time
increases with increasing overall clock frequency, théif@tsoft error rate is inversely
proportional to DRAM cycle time. In contrast, cell upsets are independent of the DRAM cycle
time. Bitline errors also show a strong inverse correlation with the signal chafige.
technology scalinggit-line errorshave becomencreasingly important.

DRAM platforms general ly |wihathke mboshaggresbive r e 6 s
feature size and deibgscaling The soft error performance of this family of ciruis
intimately tied to scaling, so DRAMs are often used as technot@gmapmonitors. However,
for extreme environment resiliency, this assumption is debat&bigt, many different pisical
storage structures are used in DRAM manufacture, ranging from various stacked capacitor
designs to buried trench capacitors. These physical structures have been shown to have a
dramatic effect on the observed soft error r&econd, the concomitaeffects of
voltage/energy scaling on the stored bit energy and the effects of dimensional scaling on the
capacity of the storage capacitance both reQuge However, dimensional scaling has also

reduced therojectedsurface area of each bit cell, th@ crosssection presented to the
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environment is reduced. These competing effects on soft errors has created a situation in modern
platforms where the soft error rgier bithas fallen with scaling. However, the overall error rate
per chipremains redtively constant.

A close cousin to dynamic memory is dynamic logic. Like the DRAM, dynamic logic
relies on passive charge storage for information representation and operation. Also, like the
DRAM, this information is extremely vulnerable to single ewdrdrge collection because there
exists no resupply mechanisms to restore depleted charge. The cor@gpapplies similarly

to dynamic logic.

SEWs in SRAMs

The upset process in SRAMs is quite different from DRAMS, due to the active feedback
in thecrosscoupled inverter pair that forms a typiéiransistotSRAM memory cell. When an
energetic particle strikes a sensitive locationniSRAM (typically the reversbiased drain
junction of a transistor bi atlsegudctionresulistinea fof f 0
transient current in the struck transisté&vs t hi s current fl ows, the re
transistor) sources current in an attempt to balance the pamticieed current.The current
mismatch at the common drain nadedulates th@odevoltagei it is this voltagetransient that
triggers a potentialpset inthe SRAM cell Similar to an asymmetriavrite pulse this voltage
transient can overpower the positive feedback of the cell and induce an erroneous static state i
the memory cell.

From a technology standpoint, the recovery tohan SRAM celldepends on the
restoring transistor current drivihe temporal characteristics of the single event charge

collection transient, and the time constant of the positive fekdbap through the opposing
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inverter Thislattertime constantis related to the cell write time and in its simplest form can be
thought of aswice (one complete feedback lodpe minimum propagation delay time of the
inverter, as discussed in Sectidt?2.3.1 Thisdelaytime constant is thus a critical parameter for
determining SEU sensitivity in SRAMsthe smaller the delay, the faster teedback
mechanisntan respond to voltage transienédching the perturbed stat&hus, with the scaling
of ti, the more susceptible the SRAMcomedo single eventsObviously this has imptations

for the sensitivity ohigh-speedCMOS platformsas discussead ithe next section.

4.2.3.3Temporal Charge Collectioand Circuit ResponseWhenCritical Chargeis Not Really
Critical b

Thanks toMo o r e Gsesaling, &MOS circuits are not only smaller, but faster with each
technology node. The assumption thati the charge collection time constant of the single
eventi is much faster than; T the intrinsic tme constant of the CMOS gateas dubious; as is
the direct applicability ofcrit. Single event effects in a modern CMOS platform involves the
engagement of charge collection mechanisms at the semiconductor regions and electrical
response of the circuyty all within the same temporal windovin these caseshé voltage signal
on a node is no longesimply controlled by Qcolected - COllected charge, but rather by the
dynamics ofthe collectedcharge over timé Qcolectedt, Which is, of coursegurrent In other
words, the time profile of single event charge delivery is critical.

The mani festat i orne sopfo ntshiivse ofi tcehnaprogrea Icloyl | ect i
is a nodal response that is rfoted by the energy of the impinging particle, but isteasl
modulated by the dynamics of the connected circuitry. For example, in the early days of single

event study, an adequate circuit representation for the charge collection processuna®ibal
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A d o wekploreential current sour@e In modern circuity, we find that the temporally
responsivenodal charge collection current behaves as showhkig. 4.25. Thed s h erl f 0
0 p | a tegiom wf&he photocurrent, which is simply an induced balance of charge collection
current and resupply current, plays iamportant, and in some cases, dominant role in modern
CMOS technologies.Long node voltage pulses, much longer than predicted by the physics of
direct charge collection ofection 4.2.3.2 have been observed Such complex temporal
characteristics are tically important to the ultimate response of CMOS platf@insuitry to
ionizing particlesi these temporal voltage transients are knowd asi ngl e event t
SETs

The following subsections discuss these tempolyplex single event transisnin
both digital logic(digital single event transients or DSEYs&nd analog mixedignal circuitry

(analog single event transients or ASEJT's

Digital Logicand DSETs

In CMOS synchronouslogic? circuits, the concepts dfu p& e 4 $d adeaistintco r s 0
from thememory circuitf Section 4.2.3.2A single event soft fault (SESF or SER3 the
corruption of a digitabit of information within a synchronous circuit, usually in a register or
embedded memory element, that exists but may be latent andthast propagated toor
caused effect ohanobservablestate of the system. Many soft faults remain latemare

masked by logical or temporal conditipasd never become physically observable; thus an SEF

4 For the remainder of this discsisn, we will use the termynchronous logido denote a circuit
composed of combinational logic gates intermixed with storage elements (registers/thathes)
operate in a clockynchronized fashion, i.e., statimot dynamic, logic.

r

a
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may never be c othusareadfficulfite directty me@asueen Aingle event error or
soft errorrepresents the observable, measurable manifestation of an SEF as an incorrect circuit
operation (usually a system response involving corrupt data or incorrect state).

In order for asingleionizing event to affect CMOS logias an errqrfour events must
occur: (1) the event must generate a voltage transient that prapagfadé the affected gatnd
throughthe logic signal path (the complement of this occurrémcalledelectrical maging)
this propagating transient signal is calledigital single event transient or DSET2) the
transientsignal musfind an operpropagation path through active combinational logic paths to a
latch or register (the complement of this occurrencaliedlogical masking, (3) the transient
must arriveat a latch elemerandmeet the setup and hold characteristics of the latch (the
complement of this occurrence is caltechporal masking, and (4) once latched, the fault must
impact the operation @he digital state machine in some wag. not be overwritten by a
subsequent state change or be ignored by a branch operationppallational masking. The
resiliency of modern CMOS&chnologyto single events is intimately tied to these four

operaions, so each is discussed here from the perspective of the @bERfH platform

Electrical Masking

A detailed analysis of electrical masking is, of course, best performed by advanced
EDA/CAD tools under the conditions of circuit operation and with imeal parasitics included.
However, much can be learned about the impact of CMOS technology attributes on logic upset
through asolution of the first order analytical MOSVI equations driving a capacitive lo&ar a
few specializegingleevent charge dlection waveforms. A pulse that propagates is considered

a DSET. On the other hand, a pulse that does not propagate is considered glenasiadd, as
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shownin Fig. 4.2.6.

A singleeventinduced voltage transient of rdd-rail excursion will propaate
unhinderedrgo electrical maskingprovided the following two conditions are met:

1) the slowest of the rise or fall time constant of the originating SET voltage transient is
faster than the characteristic rise/fall time of the inverter, AND

2) the pulse with of the originating SET voltage pulse, measured @atis/greater than
trHtF

If we assume that the SET pulse immediately converges to the characteristic wanfeform
the gate(a remarkably good assumption), then the inverter pair following the strike must
transition with characteristigise/fall time constantsFor one inverr pair to perform a complete
transition to a stable output, the first inverter must complete a characteristi¢cothogh
transition {r) and the next inverter must complete a characteristietdelgh transition ).

The output voltage is then, andlpithen, at full railwith no memory of the previous stat€his
is critical for unattenuated propagatioRulses that do not meet these conditions are attenuated
by subsequent gatewill diminish, and eventually disappear (electrical masking).

SET volage pulses that do natitially reach the rail will be amplified, eventually
reaching ratto-rail excursions, and propagate indefinitely as characteristic pulses if more
stringent requirements are met:

1) the slowest of the rise or fall time constanttioé originating SET Mtage transient is
fasterthan the characteristic rise/fall time of the inversew

2) the pulse width of the originating SET pulse, measured,as$ greater thahis, where

v
7 /D[{VSR - Vo )2 - B(Vop - Vig - |VTP|)2] (4.24)

wheret; is the techology intrinsic time constardf Eq 4.2.1 b=Ky/Kn, and \&r is the



18

subrail pulse voltage magnitude.

A third caseof DSET pulse propagatiois an initial SET pulse with a slower rise/fall
time than the characteristic t@rconstant of the initiating invert In the previous two cases the
output waveform parametets, tr, andtp are defined completely by the drive capabilities of the
inverter and the load capacitance. However, for SETs that generate a rising or falling edge slope
less (slower) than thenaracteristic inverter slope, the inverter output time constant is modulated
by the input time constantThe shape of the output waveform is nearly exponential, even given
a slow ramp input.For either a slow input ramp or slow exponential, the outplgepbasa

delay characteristic given by

D=Ct. if tin<tc 4.29

and

D=C,t,, +cslfk_C if tnte 4.2.6

IN
whereD is the delay time of the falling (rising) edge of the output pulse measured from the rising
(falling) edge of the input pulse 1>, and G are empirical constantsg is the claracteristid r
or tr depending on the transitioandtn is the rising (falling) edge time constant of the input
pulse. Thus, the output edge delay is dependerthe input edge time constahthe input is
slower than the characteristic inverter tim@nstant. Under certain conditions of asymmetry,
this delay of the output edge relative to the input edge can lead to an output pulse that is wider
(or "broader") than the inptit Gingle-event pulse broadenirya phenomenon that has been

experimentallyobserved in modern CMOS platforms.
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CMOS platform effects onlectrical masking

SETs with very narrow pulse widths (i.e., short transieela}ive to thecharacteristic
time constant of the logiend to be filtered (attenuated) along the data pathdfinite
response time of subsequent logic gates, while long pulses can propagate unattenuatad deep
thelogic. Thus, Mooreds | aw s caliasgrcutséoecone éaster,@al ect r i
higher percentage of singéventgenerated transienitneet the requirements for infinite
propagation. Natural electrical masking cannot be assumed for modern Si CMOS design

platforms.

Logical Masking

Logical masking is theermination of a DSET becauseablocked logic path due the
system state atarticulartime. As Fig. 4.2.7 shows the active combinational pa#t any point
in time depend on the dynamic state of the logic as determined by the particular code vectors
underexecut on (t he mfrthe bgch Iif sudh a path exasts, hDSET will propagate
through the intervening gates en route to a latch. If an active path does not exist, the DSET will

be masked bg blocking gate

CMOS platformeffects on logical masking

Logical masking in modern CMOS platforms is not heavily ddpahon technology
scaling. Logic is logic, there is just more of it in modern CMOS. Therefore, we see more
potential combinational logic paths in scaled platforms, and as such more chances for DSET
propagation. But the results of logical masking arm@mately entwined with the function of

the circuit, the particular dynamic operation at the time of exposure, astbtmastic nature of
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the state machine, that it is difficult to dravect parallels between logical masking trends and

the technologylatform.

Temporal Masking

Temporal masking is one area where clear links to the CMOS technology plateem
been observed This form of masking can best be described using the setup and hold
characteristics of an edgeggered latch. In order fany signal to be captured by a latch, it
must meet the inherent setup and hold requirements: the signal must (1) arrive at the latch input
at a time sufficiently before the clock signal transition so that transitional dynamics have settled
out when theclock edge appears (setup) and (2) maintain a fixed level for sufficient time after
the clock edge for the latch to act upon the data through a potential change of state (hold).

For single event transients, of irregular pulse widths, and arriving at times
unsynchronized to the system clock, meeting the setup and hold requirements of a latch is not at
all guaranteed (or perhaps even likély) not, the SET will not be captured by the latct will
betemporallymasked

A temporal measure of latch vuhability to a DSET arrival isthé wi ndow o f
vulnerabilitybor WOV defined as the time duratiamwhich a latch element is sensitive to an
SET, as showin Fig.4.28. Therelated&ensitivity window pldiis arepresentationf the
dynamicallyvaryingsensitivity of a latch to a DSEdrrival as a function of timeaé shown in
Fig 4.29) when extended beyond a single latch to a complex circuit topology withvaingeng

windows of vulnerability.

CMOS platformeffects on temporal masking
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The CMOS platbrm has a direct impact on temporal maskiigyitching energy scaling
allows increased clock frequencies with each technology node. Scaled clock frequencies implies
increasing clock transitions per unit time, and since SET latching is tied to the wiridow
vulnerability associated with each edge triggecreasing edge frequency induces a similar
increase in SET latching (to first ordénhisintuitive relationship has led to the often quoted
(andmore ofterextrapolatejllinear dependence of SET faulwith technology clock frequency.

However, the relationship of switching energy scaling with SET latching also includes
effects on the window of vulnerability itself (as opposed to simply the ratio of a fixed WOV to a
shrinking clock period) and pulsbaping effects (as opposed to a fixed SET pulse width).

Energy scaled circuits tend to possess more responsive latclefidsytwith reduced setup and
hold times over older counterpaita counter influence oBSET fault scaling with frequency
scaling. However, as seen this sectionenergy scaling enhances the propensity for circuits to
successfully propagate DSET pulses to latch eleniemtsompounding influence on DSET fault
scaling with frequency scaling. The resultant impact of CMOS technetmiyng on DSET
temporal masking isot straightforward, with the literature demonstrating-tioear

relationships between technology node, clock frequency, and DSET combinational logic faults.

For the extreme environment design technologist, carefuldenasion of both electrical
and temporal masking effects in modern CMOS platforms is warranted. This consideration
usually involves Monte Carlo EDA simulations (across vulnerable nodes and single event arrival
time) of DSET propagation using full parasigxtraction and netinear electrical analysis of

typical data paths.

Analog / MixedSignal
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To this point we have discussed the interaction of single event charge collection currents
with the operation of digital circuits, both static and dynamic. Heweas this author is fond of
telling his ci r dustiaspeciascasea af analdogs gtherfivdrdsgall tireults i s
operate on continuous signals (analog), it is just that digital cirttiéspt toforce the signal
into two semistabk extremes (high or low)Single events can impact analog circuitry just as
readily as digitglalthough analog effects have enjoyed a less comprehensiveelomgtudy in
the literature

The manifestation of a single ionizing event in analog circisttile generation of a
signal pulsé a transient thatcan be indistinguishable frolagitimate signal modulation. Such
a transient is called aamnalog single event transierdr ASET. As might be expected in the
continuoustime domain, analog transismappear imn unlimited variety of signal forms;
neverthelesmostobservedransientdall into threecategorieghat describe their basioltage
signature positive transients, negative transients, and bigasients (see Fig.210) 1 all
appeain andare important to analog CMOS platforms.

The firstconfirmedmalfunctionon a spacecraft attributed tadiatiorinducedASETs
occurredshortlyafter the launch of NASA's TOPEX/Poseidon sateilit&9921 ananomaly
caused bingle event transiesin an OP-15 operational amplifierOver the yearssarious
problemsin spacebased systentsave beemttributed to ASETsThe circuit effects oASETs
can range from a spurious glitch in an analog signal stream (not particularly sigrfieaiot
inherent noise tolerance) to lordyration, rato-rail peturbations (very significant deese
events can trigger widespread data loss or even system shutdown.)

Becausespace systems contain many differgmpies of linear circuit$ such as

operationabmpilfiers, voltage comparators, voltage references, puldéh modulatorsyoltage
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controlledoscilators,DC/DC converter§ ASETs pose a serious systems threat in extreme
environments.

Analog SET propagation and fault generation is much more heavily deptead the
interpretationof the signal than in digital (wher@ @ncorrectiogical state is relatively
unambiguously defined)As such, there exists no universal
eventeffect§t he Oresul t 6 or s &wofennottkyownouhtil dovseearp h e n o me
signal processing has completed. However, applicafi@cific metrics for ASETs have been

proposed, and these provide design information for analog/rsigedl platform users.

Analog Upset Metric:
Because most ar@ topologiesare bandwidth limitedbecause analagrcuitstypically
employ noise cancelling features, and because analog circuits commonly exhiinitious
voltage as the relevaniase variable, bib the frequency characteristiadthe absolute
magrntude of an ASET pulsareimportant to the severity of the system response. For example, a
very short pulse in the time domain (high frequency) with a large voltage magnitude may be
filtered and of less import to the system response than a wider pulss {ffequency) of lesser
voltage magnitude. Likewise, a very long pulse of small voltage magnitude may not exceed the
noise tolerance of thdownstreancircuitry and be of little concern to the system.
Agenerallyappl i cabl e ASET mpliuded pusavt dt hédénscattae
as shownn Fig.4.211 This plot displays the signal modulation at a particular critical or
vulnerable node in terms ptakamplitude andull-width halfmaxpulse widthi both of which
are important extrema to dog designers. A systeimposedsafe operating area defined by

failure coordinates of magnitude and pulse width superimposed on the scatbéHuod.2.11
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reveals the vulnerability of a particular design to measured ASET data for the technology
platorm. Thi s boundary establ i shes Tdromthsumesiet 6 t hr e

upset rates and confidence limits can be quantified.

4.2.3.4 Designimplications ofEnergy Scaling

Critical charge and propagation delay have both decreased withhrMod s Law scal i
technologies. Because of the concomitant scaling of supply voltage and capacitance (switching
energy scalinghownin Fig. 4.2.12 which both appean Eq.4.2.], critical charge tends to scale
geometricallywith technology node. Bpagation delayscaledess dramatically, but also
depends on energy scaling. As a result, Si CMOS platforms exhibit several dynamic sensitivities
to the environment:

As Qcrit decreasegsircuits become less robustcharge perturbaticand a larger
perentage of design topologies become sensitive to radiation with each technology node. Soft
errors are not limited to memory elements, but also appear in other subdygstedim Si
CMOShplatforns: static and dynamic logic, analog signal processing,eeferand biasing
circuitry, phasdockedloop and delayjockedloop clocking systems, clock distribution
circuitry, and even input/output drivers.

Also, with Qcrit valuesfalling below 1fC, Si circuits arsensitive to a expanding
sampling of the environamt, everincreasingwith each technology nodethat is, more oftte
environment @tptheeptatfoen. Noteonlytare enadern CMOS platforms sensitive
to highly-energetic galactic cosmic ions and terrestrial neutron reaction pspbutalsao
particles once considered irrelevaotv-energy alphas, directipnizing protons, even sub
atomic muons. Many of the latter particles are extremely abundant in various environments,

both space and terrestrial, dnecause of their abundance (i.exjlyposeathreat of
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overwhelming architectural mitigation schemes such as EDAC.

Energy scaling has also exacerbated both analog and digital SET effects. Single event
transients propagate freely in modern CMOS platforms and, in many cases, are indisinigui
from legitimate signalsMitigation techniques based on discrimination, sucleagpbral
filtering and gating lose effectiveness under these conditions.

Redundancyi either internal (DICE, DCC), local (TMR, DMR) or architectural
(ECC, EDAC, etg 1 remains themost accepted soft erromitigation approach to combat
energy scalingin Si CMOS platforms destined for extreme environments.Local charge
dissipation techniques are resource costly, and violate the fundamentals of energy scaling.
Charge collection mitigation through the fabrication process (e.g. epitaxial lagrs, buried
layers, or isolation regions) has helped contain the problem, bthese variantsare
extremely costly and are oftenoverwhelmedby non-radiation performance constraints.

There arg of course,caveatsto each of these generalitiesIn particular, caveats to
the effectiveness ofedundancy, of which the Si CMOS platform user should be aware, are

discussed in Sectiod.2.5
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4.2.4 CMOS for Radiation Environmentsi Layout Geomdry [48-55]
As CMOS technology evolvedto the deep submicron regingngle event response
effects were observed that could not be explained by the classical charge deposition/collection
mechanisms describ@d Section 4.2.3Early evidencé h at it 8 g meak gomgonn
scaled CMOSsomethinghat could not be explained fiyst-order charge collection models
wasthe observation ahultibit errorsdue to single ion strikes. These anomalies began to appear
in earnesas CMOS technologyassed th 250nm technology nodeconcurrentlyin a BAE 4
Mbit 10-T radiationhardened SRAMabricated in a dualvell, thin epitaxial 250 nm CMOS
technology and in aommercial SRAM fabricated in a 130nm bulk CMOS technology.
Furthercomplicatingevidence appead attechnology nodes below 100nm.gial
circuitry specifically hardened aigat soft errors via redundanéyt hat we rtebedéknowné

resilient to singlenode charge collectionbegan teexhibitsingle evenerrors.

4.2.4.1 Spatial Responsdhe Rgion of Influence
It turns out that dimensional scaling is the culfoitmany of the aforementioned single
event response anomalieBhe causés the expandingegion of influenceof single event charge
deposition relative to the feature size of platfarircuitry. The ionization profile of an energetic
ion is fixed by the attributes of the iomot by the platform (to first order, ignoring some
modulation by the material parameters, daping). However, feature siteand more
importantly, packing ensityi scaleswith each technologynodd. he o&ér el ati ved si z¢€
ionization track imposed on a saBOnm layout is quite large. The impact of the energy
deposition by way of perturbed fields and potential modulation is larger still. On a modern

CMOStechnology platform, it is not unusual for a single iositaultaneoushaffectmany
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circuit nodes within a circuit primitive, and even multiple circuit modules within a complex
topology.
Easily-observable multipkbit errorsin dense memory arrays hasteown an exponential
increase with technology scaliiighese effects have been controlled via error detecting and
correcting (EDAC) codes and interleavingneémory cells to achieve substantial physical
spacing between sandigital-word bits. However,h e mor e i nsi di ous O6regi o
problem in CMOS platforms is thmmmunication of single event charge collection among
di sparate nodes within a complex circuit. Th

phenomenon follow:

Charge sharing

A critically-importantd r e gi on of i nfluenced effect for
pl at f ahargssharisy &ngle event charge sharmig the collectiorof chargeon
multiple circuit nodes that is deposited by, or induced by, a single particle agigbown in
Fig. 4.2.13 Anot her way to describe charge sharing
coll ection events. 0 Charge sharing appeared
effect hadntensifiedwith each process technology traios.

Themost troubling attribute of charge sharing is that it can thwart conventional soft error
hardening schemes employed in many CMOS platforiymg. design technique that relies on
spatial information redundancy is susceptible to charge shapinggdundancy always assumes

unperturbed information is 6hiddend from the

[65]
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circuit nodes separated from the Oprotected?d
The dualinterlockingstoragecell (DICE) is an example of a hardened CMOS dedigih t
is extremely vulnerable to charge sharing. The concept of the DICE is the use of four
interconnected inverters, rather than two, to create a memory storage element. Instead of node
voltages representing high and low binary values, the Rign inorporateswo high values
and two low alues (dual redundancy on each) across the four inverters. The inverters are
interconnected in such a way that a state change on any one nodedteddry the unperturbed
valuevia positive voltage feedback. DIGENnd several similar variants employing local voltage
redundancy) havieeen stalwart digital memory cefbr extreme environmentesignplatforms
for decades.
Single eventloarge sharing washownto cause DICE upsets #8005 Thiswas a
watershed evd because (1) it demonstrated that apatially redundartechnique foradiation
resiliency is suspect in modern CMOS technologies anid if{2yalded a host of failure
mechanisms, some yet to be observed, in dimensiesedyed CMOS technologies adieect
result of themanydeviceencompassingr egi on of i nfluenced of sing
Charge sharingiustbe an integral consideratidor all radiatiorhardened designin

current and future CMOS technology platforms.

Parasitic Bipolar Conductn:

The region of influence for a single event in modern CMOS platforms is not limited to
those transistors encl osom;dhe influgnteican be fdeachingc har g e
by way of induced parasiticfetts. The most important of thesemnodern CMOS is the

induction ofparasitic bipolar actiondue to singleeventinduced well collapseas shown in Fig.
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4.2.14

Relative to theperationatharge of modern CMOS, a single event deposits a massive
amount of charge deep into the silicon stdist While some of this deposited charge may be
collected at surface devices, a large portion tnalhsporto substrate and well contacts (taps).
In 2004, at the 130nm technology node, it was observed thaatisporof singleevent charge
within awell region (toward the well tap) coutiEbiasthe body region underneath the surface
channel region, induce charge injectiand trigger parasitic bipolar conduction between the
source and drain ane or moresurface transistofs.From a circuitrespmse perspective, the
induced bipolar current can modulate a circuit node jusiocasgd a direct single event strike, and

upset a cell just as readily disect charge collection from the ion.

Well BiasCollapse

An ancillary mechanism to parasitic bipotamduction isvell biascollapse as shown in
Fig. 4.2.15 The charge deposition process of a single event ion, when within a confined region
such as avell, will perturb thebulk potentialof the regiori in modern sulL00nm CMOS for
several micrometersurrounding the strike locatidntriggering charge injgmn and bipolar
conduction as described in the preceding subsection some distance from the\stiiee90nm
technology node, the effect has been shown to cause simultaneoubitudtets oftens of

cellsi and the H#ect worsens with dimensional scaling. Mitigatioray be attempted kyigh

67EEI A OEEO xAO AAAI AA AnudlktchrlogieAiDZ0MOHeOET T A&l C
i AAEATEOI EAA AAAT ETiT x1 OET AA OEA 1 AOA pwymnd
(body) region of MOS devices has been observed in betlgd SOI technologies exposed to

single event radiation for decades. In the SOI agghe diffusion of excess charge through a
highly-confined body region toward the body tie would debias the body, create charge
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spatial frequency of well taps; however, this requirement is resource expensive and only serves

to mitigate, not eliminate, the problem.

4.2.4.2 Pulse Quenching

A DSET mechanism that is a direct result of single eveatgehsharing ipulse
guenching Discoveredn 2009at the 130nm technology nodeylge quenching ithe name
given to the phenomenon sihgle evenpulse width reduction due to delayeuhrge collection
(via charge sharings the pulse isn route through the data path. Pulse quendcppgaronly
whenthe signal propgation along an electricalth occurs on the same time scale as charge
sharing among adjacedévices & condition tlat did not exist prior to the 130nm technology
node) It isthe interaction of theseincidenteventshatmodulates the propagating pulse

Fig. 4.2.16shows a comparison of conventional DSET creation (top) aneigneant
steps involved in a pulse guaring even{bottom) The mechanism involves a race condifion
here the PMOS gate control signal transient and the diffusion of holes to devit¢hie SET
gate signal arrivegrior to the diffusive charge collectipR: is turned off the drain vokige
changes state (H to due to the expected inverter respqraselthe P, drainis receptive to
charge collectionUponthe delayed arrival of the diffusive charge, the drain.afdlects
charge and the voltage state is modulateck agairfL to H) i back to the initial stateThus
the single event initiates a double state chadke drairof P, and an abbreviated (or
guenched) voltage pulse widthobservedt the outpubf the inverter

Pulse quenching is important becaiis#irectly affecs electrical and teporal masking

injection, and induce parasitic bipolar current flow between source and drain. The effect
was predicted for bulk CMOS inthecdwm 6 O 8
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in CMOS platformg the pulse width is a key failure parameter and impacts resilient design
choices.Pulse quenchinbas also explained a countetuitive weakdependence ddSET
pulse widtls on incident particle energg sub100nm CMOS technologies and it has been

associated witlinobservedsaturatiorof DSET rates with dimensional scaling.

4.2.4.3 SOI

Siliconrorrinsulator (SOI) CMOS technologies have found favor for both extreme and
benign environment applicationErom a singlesvent perspective, the constrained collection
volumes and intedevice isolation offered by SOI are appealing. Because the active silicon
volume surrounding each MOS device is geometrically constrained, the volumetric extent of
radiation imization is limitedi SOI devicegypically display significantlyeduced singlevent
induced charge collection over bulk CMOS counterpdrtsaddition, because of the intéevice
isolation provided by the bounding insulating regions, charge sharihgelhcollapsemightbe
considered Oproblem solved. 6

However, as is the case in so many enginesitogtions the solution to one problem
introduces othersAs a design platform, SOI is not immune to single event phenon&Dh.
CMOS devices suffer fra parasitic bipolar conduction when the bodyisagias is modulated
T precisely the result @& singleevent particle ionimg charge in a highly constrained region.
Sourcedrain bipolar conduction induces voltage modulation on the device terminhés sarme
way as direct charge collectidrcontributing to single event transients and upsets. Floating
body SOI devices are acutely prone tis tlype of single event effebecause there exists no
direct conduction pattotremove the excess body charigewever, even bodiied SOI devices

are not immune because of the dynamic delay in charge conduction through the body tie path.
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Likewise, whilethe interdevice isolation offered by SOI might seem a final solution to
charge sharing efées, modern SOI teciology platformsontinue to display charge sharing and
multiple-bit upsets. The culprit is dimensional scaling and the region of influence described in
Sectiord.24.1 In some cases several devices may share a single isolation region. In other
casestighty-packed devices may share the same ion Or
relevant when the ion impinges at an oblique angle of incidence). In both cases, charge sharing
occurs.

CMOS SOilcontrolssingle event charge collection and chasbaring, but the platform is
not a panacea for extreme environment design.
the inherent radiation tolerance advantage of SOI over bulk CMOS as a rabatiemed

platform.

4.2.4.4 Design Implications obimensional Scaling
Feature size and critical feature pitch ha
technologies (dimensional scalings shownn Fig. 42.17. As a result, Si CMOS platforms
exhibit several snsitivities to the environment:
Inter-device and intralevice leakage due to exposure to total ionizing doae
significant issue for Si CMOS platforms. In particular, the leakage associated with isolation
regions.
Scaling of interdevice pitch has exacerbated the problems associatedinglle event
charge sharing and well collapse. Particular attention must be directed to layout topology,
especially iflocal redundancysuch as TMR or DMRis essential to successful operation of the

platform in the environment.
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Radiation-aware layout remains the best mitigation approach to combat
dimensional scaling in modern Si CMOS platforms. In fact, layout techniques can be
exploited to control sensitivity to 6region o

section.
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4.2.5 Exploiting the Unique Attributes of the Modern CMOS Design Patform for Extreme
Environments [56-60]

One of the most intriguing aspects of sl®nm CMOS technologies as a platform for
extreme environment design is the compidgractionof sometimesconflicting featuesthat
emergf r om Mo o r e O0and dffextiransientarddiatiorgrespong®r example,
dimensional scaling leads to smaller single event charge collection volumes with each
technology nodé a development that would seem beneficial to soft ersilieacy;
additionally,the crosssectional area presented to the environment is reduced. However,
concomitant with shrinking collection volumes is tieduction of transistor current drive,
capacitance, and in turn, switching energy. In most casesttietrumps the former, leading to
the increase in sensitivity of CMOS technologies to single event effects with scaling as discussed
in the previous sections of this chapter.

Most hardening strategies associated with energy scaling adopt a philo$gphy
charge control through process modifications such as isolation regions, buried layers,er charg
sinks, or (2)photocurrent management through charge resupply, active feedback, well/substrate
taps, or temporal lfering, or (3)event management thugh informational redundancy. There is
very little thatmodern Si CMOS platform scaling offdrsaid to these endeavors, other than
sheer increase in available functionality and circuit complexity in which a designer may
implement the strategies listedave.

However, the situation is different withmensional scalingAs we have seenhistrend
is oftendetrimental to single event resiliendgading to the failure of classical RHBD,

especially ifunanticipatedn a design Yet, there exist methods exploit region of influence
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effects in scaled technologies to benefit radiation toleranicat is,lemonade from lemons.

While typical soft error mitigation techniques fdimensiondl/-scaled platformadopt a
philosophy of physical separationdfiminatechargesharing and/or muHbit upsetsthere are
recent exmples of a contrarian approactheexploitation ofdimensionakcalingand charge
sharingin modern Si CMOS platformisfor soft erra resiliency Thesetechniques employ a
strategy of1) maximizing charge sharing among critical nodes in order to induce dagjtel
pulse quenching (to reduce DSET pulse widths) and thereby enhance natural electrical/temporal
masking or (2) maximizing charge sharing in differersighal analog circuiy (to transform a
single event signal to a commamode signal) and thereby enhance natural coramaoae

rejection. For further information, the reader is directed to the bibliography of this section.
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4.2.6 Conclusions[61]
Working with Si CMOS ddgn platforms in extremeadiationenvironments requiresttention to
manyissues and relevanbnsiderations:

1 Sensitivity to frontgate threshold voltage shifts due to total ionizing dose has been
mitigated by technology scaling and does not pose a s¢h@at tomodern CMOS
platforms.

1 Subthreshold leakage current, both irdevice and intralevice, due to TIEInduced
trapped charge in isolation insulators, such as trench or axides, is a significant
issue in Si CMOS platforms.

1 Backgate threshal voltage shift coupling to the frogfate channel in very thin device
structures, such as SOI or midate transistors (MUGFETS), is @mergingssuein Si
CMOS platforms

1 Switching energy and noise mard@velsin modern CMOS platformsnposeQcrit
values below 1fC. With each technology generation there é&xpanding spectrum of
particles and particle energies capable of causing informational Upakictic heavy
ions, solar protons, trapped protoakghasneutronsand nuclear reaction produétsm
backendof-line material stackeust all be considered.

1 Switching energy levels below 1fJ implies that circuits are extremely sensitive to single
events. Soft errors armt limited to memory elementslow switching energy enables
DSETs and ASET® appealand propagate freein logic, analog, and mixesignal
circuitry, andare capable of causing operational failui@erent electrical and temporal

maskings diminish as switching energy levels decrease.
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1 Dimensional scaling of CMOS platforms hgeneratedival response mechanisms to
transient radiation The projected surface area of cells or circuit nodes presented to the
environment has been reduced with each techgalodel perbit error crosssections
are controlled. However, the relatiber e gi on of i nfl uenced expan
feature pitcih multi-bit and multinode effects proliferateRegion of influence effects
are critically important in modern CMOS platforms.
T Of the o6region of i nfl uenc epglarenbdulationtase, char
extremely problematic in modern CMOS platforms. Internal and local redundancy
mitigation methodssuch as DICE or local TMRyresuspect unless singular care is
exercised through radiatieaware layout ofhe circuit topology
1 Well bias collapse can contribute to mudtt and multicell charge collection from a
single event on dimensional scales much latgan the technology feature size.
Radiation effects considerations in the placememiadfand substrateaps are essential
for extreme environment design.
1 The phenomenon of pulse quenching and differential charge cancellation can be
exploited for soft error and single event transient hardening with increasing effectiveness

from dimensional scaling.
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Figure Captions

4.2.1 Typical{V currents for an NMOS devices exposed to total ionizing dose radiation. These
data are regsentative of a 90nm bulk technology odese levels of 0 to 10 MRad.
Annotations show the three primary circuit response mechanisms.

4.2.2 Primary intedeviceand intradevice CMOS leakage paths induceddtyl ionizing dose
Figure courtesyrof. Hugh Barnaby, Arizona State University; used by permission.

4.2.3 Representation of a CMOS inverter under the influence of a single event strike near the
NMOS devicedrain

4.2.4 CMOS inverter characteristic rise timis, normalized to the intrinsic time constant of Eq.
4.2.1 forb=1 (NMOS and PMOS devices sized for equal drive). Because of symmetry, the fall
time, tr, can be determined from these curves by intercharagirgda, [45].

4.2.5 Single event transienharge collection current at the drain of a-4@®nm NMOS device
configured as the putlown device in a CMOS inverter. The curves represent ion linear energy
transfer (LET) values of 1 to 40 Medh?/mg. The plateau, characteristic of st@Onm CMOS
circuitry, is caused by the collapse of the device depletion region and the balance of simgle eve
current and resupply currertd).

4.2.6 DSET pulse propagation in a string of CMOS inverters showing attenuation (filtering) and
eventual eletrical maskingof the transient45].

4.2.7 Gatelevel diagram of a-bit ALU showing logical masking of single event transient
propagation at tlee points within the structurd]].

4.2.8 The DSET window of vulnerability (WOV). Temporal masking occurs for DSigrals
outside the WOV limif34]. Figure courtesy Dave Mavis, MicroRDC; used by permission.

4.2.9 Complex circuitry, such as mixesignal topologies, present tinvarying

sensitivity/masking of DSET transients. Here, results for a pipelined atwathgital converter

show the temporal vulnerability curve, annotated by the subcircuit responsible for errors, against
one compdte conversion cycle of the ADGigure courtesy Jeff Kauppila, Vanderbilt Institute

for Space and Defense Electronics; used by ssromn.

4.2.10 Typical ASET signatures seen in analog/miseghal CMOS platforms positive,
negative, and bipolar voltage transienEsgure courtesy Ray Blaine, Vanderbilt University;
used by permission.

4.2.11 Full-width, halfmaximum (FWHM) pulsevidth versus peak voltage magnitude scatter
plot for an analog/mixedignal circuit. Each data point represents an output voltage transient
given a temporally and spatially random single event strike within the interior of the circuit
topology. Systemimposed limits on acceptable magnitwdieth ASET characteristiddox
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4.2.12 Switching energy scaling of the Si CMOS platform as predicted b\ &8 roadmapor
semiconductors. Vulnerability to single events is intimately tied to the declining switching
energy of modern memory circuits thrduthe critical charge for upsei]].

4.2.13 Representation of tre@ngle eventharge sharingnechanism The curveshow the
singleeventinduced current on the active (struck) and passive (proximal) nodes for a 90nm bulk
CMOS technology. The ion in this example: normal incidence on the active node drain with an
LET of 60 MeV-cn?/mg. While the shotime profiles aralissimilar due to drifassisted charge
collection at the struck node only, tlemg-time profiles are similar for both nodesdifusion-
assisteahargecollection fromdeep in the substrateach both nodes simultaneoufdg].
Simulationscourtesy Danis Ball, Vanderbilt Institute for Space and Defense Electronics; used
by permission.

4.2.14 Representation of the singleest parasitic bipolar mechanisdd.

4.2.15 Representation of the single event well collapse effect. In this 90nm techriblegy,
well is debiased over a length far exceeding a single device, creating the conditions for parasitic
bipolar actim across many devicesg).

4.2.16 Schematic description of the single event pulse quenching mechanism, as desdhbed i
text[54]. The top diagram shows conventional singtele charge collection with no pulse
guenching. The bottom diagram shows a single event transient pulse (DSET) that is quenched
by the delayed arrival of diffusive collected charge at the drain.of P

4.2.17 Scaling of CMOS physical feature size (gate length) and density (half pitch) based on the
| TRS roadmap for semiconductors. I n terms

r
event i onization, many devi c easubladnr teahnoldgyr t h

nodes 61].
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CMOS inverters

Fig. 4.2.2 (above)
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Fig. 4.2.15 (above)
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Fig. 4.2.16 (above)
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